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ABSTRACT

The Low Noise Amplifier (LNA) presented in this work
offers a gain of 20 dB, a noise figure of 1.6 dB, with an
input referred third-order intercept point of —4.5 dBm and
a 1 dB compression point of -16 dBm at 5.2 GHz, using
0.35 um BiCMOS SiGe. It operates on 5 V and requires
10 mA. The output and the input of the amplifier are
matched internally to 50 Q. The amplifier includes an
image reject filter, an adaptive bias network, an RLC tank
and input / output balun transformers. The image reject
filter attenuates the image signal by providing low
impedance at that frequency and is tuned by voltage
control. An adaptive bias network is used, which allows
the user to select the bias current in an adaptive manner,
depending upon the requirements of the individual
system. (Low NF, high gain, low consumption etc.)

1. INTRODUCTION

The 5 GHz wireless LAN market grows rapidly and
offers various benefits to the user. 5 GHz LAN
technology supports multimedia services, real time voice
and video transfer, and other bandwidth intensive
applications. However, the design, integration and
fabrication of high quality components at 5 GHz
frequencies are very demanding. One of the most critical
parts of the front-end is the low noise amplifier, which
sets the noise figure of the receiver and enhances the
signal before demodulation.

Low noise amplifier design is required to meet
several goals, such as minimizing the noise figure and the
power consumption, providing high gain, linearity and
input / output matching. At high frequencies, where the
Miller effect is increased, cascode configurations are
frequently preferred. In recent years low noise amplifiers
with good performance have been reported especially in
CMOS technology [1-4]. In this paper we present the
design of a bipolar amplifier with a tunable image reject
filter, which uses MOS transistors.

Referring to the single-ended cascode amplifier (Fig.
1) we note that the common-emitter device determines
the overall noise figure, which is given by [5]:
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The conditions to achieve matching employing inductive
degeneration are [5]:
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Equation 2a shows that at resonance, which is determined
by input inductance Lg, the input impedance is almost
real and proportional to Lg.

Figure 1. Cascode topology with matching elements.

In section 2 we present the differential cascode topology,
in section 3 the design of the tunable image reject filter
and in sections 4 and 5 the input / output balun
transformers and the adaptive bias network respectively.
The simulation results in this work were obtained using
ADS 2002°.

2. DIFFERENTIAL CASCODE TOPOLOGY

Differential cascode topology offers important
advantages in terms of noise, bandwidth and reverse
isolation. In addition to these, the parasitic source
degeneration is obliterated and the interference produced
inside the chip after the implementation is significantly
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lower with respect to the single-ended structures. Input
and output transformers are used to do the conversion
from single-ended to differential and vise versa.
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Figure 2. Differential cascode topology, including
matching elements and input / output transformers.
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As we have mentioned before, the common emitter
device determines the overall noise figure of the
amplifier. For such a device there is an optimum source
impedance (not necessarily 50 Q) given by [6]:
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where the subscript u corresponds to the base-emitter
resistance sum of a single (unit) device, J. is the collector
dc current density, fr is the unity current gain frequency,
n is the junction grading factor (taking values from 1 to
1.2), Vris the threshold voltage and M - N is the device
size relative to the unit device. There is an optimum
M - N product for which R could be equal to 50 Q.
The minimum NF is then given by [6]:

min

s | (re+rb)u.{1+ /i 2]+ n”
2'VT ﬂoc'f IBDC

To achieve the minimum noise figure the designer should
select the appropriate current density. In Figure 3 we
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show the simulation results of the minimum noise figure
versus the current density.
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Figure 3. Minimum NF versus current density.

As the optimum bias current, we selected the value of
0.41 mA per device. It will be shown in the next section
that the amplifier is able to operate with different bias
currents while exhibiting very good performance. The
tuned amplifier provides selective amplification and
considerably lower power consumption. In combination
with the notch filter, it rejects the unwanted signals. The
tank is a parallel RLC network.

3. THE TUNABLE IMAGE REJECT FILTER

Image frequency is an undesired signal twice the IF
frequency above or below the useful radio frequency
depending on whether upper or lower LO injection is
used. An image reject filter is always needed before the
mixer to attenuate this signal [7].
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Figure 4. The notch filter using the I-mode MOS
varactor.

The gain curve of the low noise amplifier including the
image reject (notch) filter is shown in Figure 5. The filter
includes an inductor, a capacitor and an I-mode MOS
varactor. Two identical filters are connected to the
collectors of both the common-emitter devices of the
differential amplifier. A 9 dB attenuation is achieved at
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the image frequency in contrast to more than 20 dB gain
at the center frequency.
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Figure 5. The result of the Notch filter at the gain of the
LNA.

The image reject filter (notch filter) is tuned by an
inversion-mode MOS varactor which is controlled by an
external voltage. The two p-MOS transistors shown in
Figure 4 implement the I-mode MOS varactor.

This technique provides the advantage of rapid
capacitance variations for small tuning voltage variations.
(0.4 pF for 100 mV voltage variation). The notch of the
filter is swept from 4.5 GHz - 4.9 GHz for 2.6 Vto 2.4 V
tuning voltage respectively. The slope of the tuning
voltage versus frequency curve at 4.7 GHz, which is the
center frequency of the image filter, is 2 MHz/mV.

4. THE INPUT /OUTPUT BALUN
TRANSFORMERS

The transformer improves the input matching and the
maximum available output gain but introduces further
noise. Furthermore we could not achieve the minimum
noise figure, shown in Figure 6. On this plot the
minimum noise figure and the succeeded noise figure is
plotted for 1:1 ratio of transformer turns. The transformer
is used only to convert the single-ended signals to
differential and vise versa in that case. It is obvious that
within the frequency range of operation the actual noise
figure is very close to the minimum noise figure.

5.0

4.5
4.0

Noise Figure -

3.5
3.0
2.5
2.0

Noise Figure (dB)

1.5

104 Minimum Noise Figure

0.5 \77‘7\‘\‘\‘\‘\‘\‘\‘\‘\‘\

Frequency (GHz)

Figure 6. The noise figure and the minimum noise figure
of the LNA.
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Figure 7. The noise figure and the minimum noise figure
of the LNA for the selected ratio of turns.

To produce best input matching and maximum available
gain we had to change the ratio of turns. Through
simulation it was found that for n = 1:2 the achieved NF
(Fig. 7) departs from the one before. Comparing Figures
6 and 7 we can verify that the transformers introduce
extra noise and prevent us from achieving the minimum
noise figure.

5. THE ADAPTIVE BIAS NETWORK

An adaptive bias network has been used to select the
desirable bias current depending on the required
objective: maximum performance, low consumption, or a
combination of both the above options. The selection of
the desirable bias current is achieved by a 5-bit signal.
The configuration of this circuit is as shown in Figure 8.
If one of the five bits is high and the other four are low,
the corresponding transistor is active and the selected
current runs through the corresponding resistance. The
topology is completed with an improved current mirror
using an extra transistor. This transistor reduces the part
of the reference current used to drive the two identical
transistors of the simple current mirror.
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Figure 8. The adaptive bias network.
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Using this adaptive bias network the amplifier is able to
operate consuming five different values of I.. The noise
figure, the gain and the input impedance for each one is
presented in the results section. By careful design of the
input matching, the noise figure is kept at low levels for
all the different bias currents whereas the gain does not
change significantly.

6. RESULTS
Table 1 summarizes the simulated results such as the
noise figure, available gain and input impedance for the

different values of I .

Table 1. Noise figure, gain, input impedance for the 5
different possible bias currents

Table 2. Input P4p, input IP3 at 5.2 GHz for the 5
different possible bias currents

Ic NF | Gain | Re[Z(1,1)] | Im[Z(1,1)]
4 1,8 15 41 -18
1,7 17 46 9,0
8 1,6 18 51 2.4
10 1,6 19 55 2,7
12 1,6 19 58 7,0

The shape of the gain curve, is as shown in Figure 9 for
bias currents from 4 mA to 12 mA. From the simulation
results we noticed that within a considerable bandwidth
(more that 500 MHz) the gain variation is very small (0.5
dB)
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Figure 9. The Gain of the LNA.

The NF for the same bias currents is also plotted in
Figure 10.
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Figure 10. The Noise Figure of the LNA.

In Table 2, the input P4 and input IP3 for different
values of I, are presented.

Ic (mA) Input P4 Input IP3
(dBm) (dBm)
4 -20 -14
6 -18 -10
8 -17 -7
10 -16 -4.5
12 -14 -2.4

7. CONCLUSIONS

A 5.2 GHz variable gain low noise amplifier has been
demonstrated using a differential cascode topology. The
amplifier comprises of a tunable image reject filter an
adaptive bias network, which allows for different
collector currents and a resonant RLC tank. Simulated
results produced a NF of 1.6 dB, a gain of 20 dB, a P45
of -16 dBm and an IP3 of -4.5 dBm at 5.2 GHz. The
tuning range of the notch filter is from 4500 GHz to 4900
GHz and the image rejection at 4.7 GHz is 10 dB. An I-
mode MOS varactor, controlled by an external voltage, is
used to tune the filter. Input and output transformers are
used to generate differential inputs and combine
differential outputs to single-ended. Currently, the chip
layout is designed for fabrication in a 0.35 um BiCMOS
SiGe process.

8. REFERENCES

[1] Behzad Razavi, “A 5.2-GHz CMOS Receiver with 62-dB
Image Rejection,” IEEE Journal of Solid State Circuits, vol. 36,
no. 5, pp. 810-815, May 2001.

[2] David J. Cassan, John R. Long, “A 1-V Transformer-
Feedback Low-Noise Amplifier for 5-GHz Wireless LAN in
0.18-um CMOS,” IEEE Journal of Solid State Circuits, vol. 38,
no. 3, pp. 427-435, March 2003.

[3] Choong-Yul Cha, Sang-Cug Lee, “A 5.2-GHz LNA in 0.35-
pum CMOS Utilizing Inter-Stage Series Resonance and
Optimizing the Substrate Resistance,” IEEE Journal of Solid
State Circuits, vol. 38, no. 4, pp. 669-672, April 2003.

[4] Ting-Ping Liu, Eric Westerwick, “5-GHz CMOS Radio
Transceiver Front-End Chipset,” IEEE Journal of Solid State
Circuits, vol. 35, no. 12, pp. 1927-1933, December 2000.

[5] Giovani Girlando, Giuseppe Palmisano, “Noise Figure and
Impedance Matching in RF Cascode Amplifiers,” [EEE
transactions on circuits and systems-1I: Analog and Digital
Processing, vol. 46, no. 11, pp. 1388-1396, November 1999.

[6] Osama Shana’a, Ivan Linscott, Len Tyler “Frequency-
Scalable SiGe Bipolar RF Front-End Design,” IEEE Journal of
Solid-State Circuits, vol. 36, no. 6, pp. 888-895, June 2001.

[7] Jose Macedo and Miles Coperland, “A 1.9-GHz silicon
receiver with monolithic image filtering,” [EEE Journal of
Solid State Circuits, vol. 33, no. 3, pp. 378-386, March 1998.

1085



	Index
	ICECS 2003 Home Page
	Conference Information
	Welcome Message from the General Chair
	Message from the Technical Program Co-Chairs
	ICECS 10th Anniversary Message
	Organizing Committee
	Technical Program Committee
	Reviewers
	Sponsors and Organizers
	About the Organizers
	Conference Venue
	Welcome to the UAE
	Social Activities
	Conference at a Glance

	Sessions
	Tutorials
	Keynotes
	Monday 15, December 2003
	MA-K1-Keynote 1
	MB-O1-Analog Circuits and Signal Processing I
	MB-O2-General Circuits and Systems I
	MB-O3-Digital Signal Processing
	MB-O4-VLSI - Cryptography Architecture
	MB-O5-Image Processing and Coding I
	MB-O6-Audio Processing and Coding
	MB-P1-Analog Circuits and Signal Processing I
	MB-P2-General Circuits and Systems
	MB-P3-Digital Signal Processing
	MB-P4-VLSI I
	MB-P5-Multimedia and Communication I
	MC-O1-Analog Circuits and Signal Processing II
	MC-O2-Analog Circuits and Filters I
	MC-O3-VLSI - Low Power
	MC-O4-Signal Processing and Communication I
	MC-O5-Neural Networks and Fuzzy Logic I
	MC-O6-Power Systems and Applications
	MC-S1-Mechatronics

	Tuesday 16, December 2003
	TA-K1-Keynote 2
	TA-O1-Analog Circuits and Filter II
	TA-O2-General Circuits and Systems II
	TA-O3-Adaptive Techniques and Wavelet Analysis
	TA-O4-VLSI - Analog Circuits
	TA-O5-VLSI - Physical Design
	TA-O6-Computer Communication I
	TB-O1-Analog Circuits and Filters III
	TB-O2-Analog and Mixed Signal Processing
	TB-O3-VLSI - Timing & Testing
	TB-O4-Video and Multimedia Technology
	TB-O5-Signal Processing and Communication II
	TB-O6-Control Systems and Applications
	TB-P1-Analog Circuits and Signal Processing II
	TB-P2-VLSI II
	TB-P3-Multimedia and Communication II
	TB-P4-Control and Power Systems I
	TB-P5-Computational Methods and Optimization I
	TC-O1-Data Conversion and Sigma Delta Modulation I
	TC-O2-Low-Power and Low-Voltage Circuits
	TC-O3-Power Electronics and Systems I
	TC-O4-VLSI - Modeling & CAD
	TC-O5-Image Processing and Coding II
	TC-O6-Industrial and Biomedical Applications I
	TC-S1-ICs for Wireless Communications : Recent Trends

	Wednesday 17, December 2003
	WA-K1-Keynote 3
	WA-O1-Data Conversion and Sigma-Delta Modulation II
	WA-O2-Radio Frequency Circuits I
	WA-O3-VLSI - Processors and Architecture
	WA-O4-Computer Communication II
	WA-O5-Computational Methods and Optimization
	WA-O6-Neural Networks and Fuzzy Logic II
	WB-O1-Radio Frequency Circuits II
	WB-O2-Power Electronics and Systems II
	WB-O3-Digital Filters and Fast Computations
	WB-O4-VLSI - Digital Circuits
	WB-O5-Multimedia and Communication
	WB-O6-Industrial and Biomedical Applications II
	WB-O7-Electronic Education
	WB-P1-Analog Circuits and Signal Processing III
	WB-P2-Multimedia and Communication III
	WB-P3-Control and Powers Systems II
	WB-P4-Computational Methods and Optimization II
	WB-P5-Industrial and Biomedical Applications
	WB-P6-Neural Systems


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	All papers
	Papers by Topics
	Papers by Sessions

	Topics
	1. ANALOG CIRCUITS AND SIGNAL PROCESSING
	1.1 Analog circuits and filters
	1.2 Switched capacitor and switched current techniques
	1.3 Analog and mixed signal processing
	1.4 Data conversion and sigma-delta modulation
	1.5 Low-power and low-voltage circuits
	1.6 Radio frequency circuits
	1.7 Log-domain circuits
	2. GENERAL CIRCUITS AND SYSTEMS
	2.1 Linear and non-linear circuits and systems
	2.2 Chaos and applications
	2.3 Distributed circuits and systems
	2.4 Power electronics and systems
	3. DIGITAL SIGNAL PROCESSING
	3.1 Digital filters and filter banks
	3.2 Wavelets and multi-rate signal processing
	3.3 Adaptive signal processing
	3.4 Multidimensional systems
	3.5 Fast computations for signal processing
	4. VLSI
	4.1 Analog and digital ICs
	4.2 Low power design
	4.3 VLSI physical design
	4.4 Testing: analog, digital and mixed
	4.5 High level synthesis and hardware/software co-desig ...
	4.6 Logic synthesis and formal verification
	4.7 Fault tolerance systems
	4.8 Modelling, simulation and CAD tools
	4.9 Microsystems and Applications
	4.10 Processor architectures
	4.11 Deep sub/micron design
	5. MULTIMEDIA AND COMMUNICATION
	5.1 Speech processing and coding
	5.2 Image processing and coding
	5.3 Video and multimedia technology
	5.4 Signal processing and communications
	5.5 Computer communications
	6. COMPUTATIONAL METHODS AND OPTIMIZATION
	6.1 Numerical methods and circuits simulation
	6.2 Linear and non-linear optimization
	6.3 Graph theory and combinatorial optimization
	7. NEURAL SYSTEMS
	7.1 Neural networks
	7.2 Cellular neural networks
	7.3 Fuzzy logic and circuits
	8. CONTROL AND POWER SYSTEMS
	8.1 Industrial automation
	8.2 Robotics
	8.3 Control and Power systems and applications
	9. INDUSTRIAL AND BIOMEDICAL APPLICATIONS
	9.1 Sensors and interfaces
	9.2 Space Systems Design
	9.3 Micro-mechanics
	10. ELECTRONIC EDUCATION
	10.1 Web-based education
	10.2 Distant education

	Search
	Copyright
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Fotis Plessas
	Grigorios Kalivas



